.‘0 CHAPTER 1

SAMPLING DISTRIBUTIONS
o



Def 1.1 : The totality of elements which are
under discussion and about which information
IS desired Is called the target population.

Def1.2:Let X ,...,X be random variables

having a joint density £ (-,...,) that factors

as follows : f (2.2, ) = () f(=,) - f(=,).

where f () Is the common density of each X .
Then X ,..., X Is defined to be a random sample
of size n from a population with density f(-).



Note : z,,...,z are observed values (or observations)
of X,...,X .

Def1.3:Let X,...,.X bearandom sample from

a population with a density f-), then this population

IS called the sample population.
Ex1.1:

20-year-old males in the US
= target population

some large city we sampled
— sample population

Goal : Study the religious habits of 20-year-old males in the US.



Defl1.4:Let X ,...,.X be arandom sample from

a population with a density f(-). The distribution of

X,,...,X s defined to be the joint distribution of
X,...,X ;thatis,

[ (am) = fla)f(z)f(s,)

Ex 1.2 : Suppose X Is a random variable having

a Bernoulli distribution f(z) = p’¢"",z =0,1.Let

X, and X, be arandom sample from f(-).Then

le,Xz(fEl:%) = f(l’l)f(xz) = p"' gt g 7, = O



Remark 1.1: The definition of random sampling
here has ruled out sampling from a finite population
without replacement, since then, the results of
drawings are not independent.

Note : Suppose the form of a density (- ;6)is known,
but the parameter ¢ Is unknown. Let X ,...,. X bea
random sample from f(- ;6) and T'=/(,,...,z,)
represent the value of some function which estimates

the unknown parameter 6. We want to determine which
function will be the best one to estimate &,



Def 1.5 : Suppose X,,..., X Is arandom sample
from the distribution of a random variable X. Then
any function 7'=7(X,,..., X ) of the sample is
called a statistic.

Ex1.3 : Suppose X ,...,X Is arandom sample
from a population. Then

1. X = iZXZ_ is a statistic.
n“s

2. min[Xl,...,Xn] + max[Xl,...,Xn] is also a
statistic.



Def 1.6 : Let X be a random variable. The
rth (population) moment of X is defined as

= E(XT).In particular,if » =1, then

u; = E(X) =y, the mean of X .

Def 1.7 : Let X be a random variable. The
rth central moment of X about u Is defined

by 1 = E[(X — ,u)} In particular,if r =2, then

H, = E[(X — yﬂ = o*, the variance of X .



Def 1.8 : Let X ,...,X be arandom sample

from a population. The rth sample moment

about 0 is defined to be M = EZXZ?“. =1

)

we get the sample mean X = X = —ZX

Also,the rth sample moment about X is deflned

by M = 1Z(XZ. - X).
T =1



Thml.il:Let X,..., X bearandom sample
from a population. Then

(a,)E(M;) =i [if n exists);

@war (1)) = 2 (x")~[ ()] |

n
% ,u'ZT —(,u; )2} (if ,u'ZT eXiS’[S).
In particular, if r =1 then E(X) = x and

2

Var(X) = 9 where z and o are the mean
n

and variance of the population, respectively.



Def1.9: Let X,...,X be arandom sample from

a population.The sample variance 1S defined by

LS X st

n—13

SZZSZZ

Thm1l2:LletX,... X bearandom sample froma

population with mean x and variance o°. Then

E(SZ) = o’ and V(ZT(SZ) =i(,u4 _n_—304j' n>1.
n n—1

where 1 and o° are the mean and variance of the

population, respectively.



Thm1.3 : (Weak law of large number)
Let X ,...,.X be arandom sample from a distribution

with mean E(X, ) = 1 and variance Var(X,)=o” < o,

(

nen , for every ¢ >0, we have LanwP(‘)_(n — ﬂ‘ < 5) =1.

Thm1.4 : (Strong law of large number)
Let X ,...,.X be arandom sample from a distribution

with mean E(X, ) = 4 and variance Var(X, )=0” <
Then, for every ¢ >0, we have P( Iim‘)_(n —;4 < g) =1.



Thm1.5 : (Central limit theorem; CLT)
Let X ,...,X be arandom sample from a

distribution with finite mean £ (X ) 1 and

variance Var(X,)=c? < . Then, the random
X —u

7
Jn
normal distribution N (0,1) as n — oo, That Is,

iz =a(s)

variable Z = approaches the standard

an (z) Z < z

>l



Thm1l.6:Let X,...,.X be arandom sample from a

N(,u,az).Then X~ N(,u,iz].

n

Thml.7:lLet X ,...,X be independent random

variables and X ~ N(,uz.,af), :=1...,n. Than

2
N A A )2
U—;[ : j ()

Corl.1l: IfX~N(,u,02),then [X_’uj~;(2(1).

O



Corl2:Let X,...,X bearandom samplefroma N ( ,u,O'Z).

Then i(Xi;zﬂ)z ~ (n)

1=1

Thml.8:Llet X,...,X bearandom sample froma
N ( ,u,crz). Then (a)X and S* are independent random

_ n—1)5°
variables. (b)( 02) ~ 7% (n-1),
Thm1.9 : Suppose U and V' are independent variables
and U~ z°(m) and V ~ *(n).Then XzU/—m ~ F(nin).

V/n



Corl3:Let X,...,.X bearandom sample

froma N ( Ly, O ) andlet V,...,Y be arandom

sample froma N ( ,uy,ay). Suppose the two

samples are independent. Then

SZ?Z (m 1,n— 1)

. . Se
In particular,if > = o2, then ? ~ F(m-1,n-1).



Remark1.2 : If X ~ F(mn) then

n
n—2
2n2(m+n—2)

m(n — 2)2 (n — 4)

~ F(n,m) and F (m,n) =

1.E(X): for n > 2 and

for n > 4.

Vafr(X):

2.

1
X E (n,m)

-
Thm1.10: If Z~ N(0,1) and U ~ »(r).Then

4
X = U/T ~t(r).




Remarkl.3:

(1) If r=1, then the ¢-distribution reduces to a Cauchy
distribution.

(2) As r Increases, the t-distribution approaches the

N(0,).

(3) X2 = 3i~F@ﬁ.

U/T‘
Corl.4 : Suppose that X ,..., X Is arandom sample froma
— 2
X—-u
(,U 62) Then S/\/_ ~t(n—1) and ( Sz/n) ~F(ln—1).



Def 1.10 : Let X,...,X be arandom sample

from a population. Then ¥, <Y <.--<Y

(X, < X << X ). where ¥,( X, ).i=1,..n,

are the X arranged in order of increasing
magnitudes and are defined to be the order
statistics corresponding to X ,..., X .

n



Note :
(i) Y, are statistics (functions of X,,..., X ) and

are in order.
(i) Order statistics are NOT independent

(Y >y = Y+1 > )
(iii) ¥= mln[Xl,...,Xn] and Y’ :max[Xl,...,Xn].



Thml.11:Llet V,...,Y denote the order statistics
of a random sample, X,,..., X from a c.d.f F()

U]

hen £, (v)= X(5)[F(0)] [2-#(0)] -

J=a

Corl.5 : From Theorem 1.11,we have

@ £, ()= ()] [i- P =[] 3
© (1) - (0[P [1- 7))

j=1

i [1- (o]




Thml.12:Let Y,....Y denote the order statistics
of a random sample, X ,..., X from a continuous

population with ¢.d.f F(-) and p.d.f f(-).
(@The p.d.fof Y Is

5 0= e F O] T F )] 1)




(b) The joint p.d.fof ¥ and Y,1sa</f=<n, IS

nl

ﬁwxa%}wa

ip-a g

X[F(yﬂ)_F(ya)]ﬂ_a_l[l_F(yﬂ):n_ﬂf(ya)f(yﬂ)' for

—Oo<ya<yﬁ<00.

(c) The joint p.d.fof Y,....Y Is

Froy (W10, ) =+

nlf () f(y,) w<y, <<y,

\O otherwise.



Defl.11:Let Y,...,Y be the order statistics of a
random sample, X ,...,X , from a population.
() The sample median IS defined by

Y if n is odd
2
M=y, 4y,
— —+1
e 2 if n is even.
. 2
() The sample range Is definedtobe R=Y -V .

Y+Y

(iii) The sample midrange is defined to be T' = -2 > L



Remarkl1.4 :
() If n=2k+1 then Y . Isthe sample median and

f..(v) is given by Theorem1.12(a).

(Yk +2)/k+1) . We

can obtain the distribution by a transformation
starting with the joint density of ¥, and Y _,

() If n =2k, the sample median is

given by Theorem1.12(b).



Thm1.13: If R isthe sample range and 7' is the
sample midrange from a continuous population

with cdf F(-)and pdf f(-). Then the joint pdf of
Rand T'is givenby f, ,(r,t) =n(n-1]

 F(t+r/2)~F(t=r/2) ] f(t~r/2) f(t+1/2),

r >0, and the marginal distributions are given by

LO T rt)dt and f j fRT rt)dr




Ex15: X,,....X, ~iid U(0,)
fR'T(r,t) = n(n—l)_(t+£j—(t—£j_ 1-1

=n(n-1)r"?, 0<r<1, Topea1-L
2

2
I (7“) = j_ifR,T ('r,t)dt

= :_; n(n — 1) r"dt = [n(n — 1) e t]lr_;
2 2

=n(n—1)(1—7“)7“”_2, 0<r<l.



()= fua (rt)dr

= <

\JOZtn(n —1) r"2dr, 0 <t < >

n(2), 0 1<

Joz(lt)n(n —1) r"4dr, % <t<1

1

1
2

n[z(l—t)]n_l, % ~t<1



SR~ Beta(n -1, 2) E(R)

7)=l sl

E(T) = E

1

\

1

dt or

Y\

1

2

J

| mn

2

|

n+1 | n+1)

n—1

n+1



Ex1.6:Let Y,....Y denote the order
statistics of a sample of size n from U/(0,6).

Then f(z) ==, 0< 2 0. F(r)=~
(2]
So £, () = F(y), =<[9j el
1 ,0<y<w

0,0<y <@

Thus, M F, (y) = <k1, 9<y 0




Ex1.7: Y : nth order statistics of a random sample from
U(O,H). Let Z = n(H—Yn). Thenthe p.d.fof Is

B 2 .dy
h () - f};(e j L

T
4 N
-~ 111
6 0| n
\. J




Sothe p.d.fof Z Is
0, <0
H (z) :<Iozhzn (u)du, 0<z<nb

1 nd<z

/

0, z< 0

]
:<J'Z " du:l—(l—ij , 0<z<nb

0 gn ne

L nf<z<wo



Hence the limiting distribution of Z Is

0, 2 <0
H,=mH, ()=, 1—(1—ij ,

o0 no

0, 2 <0

m— o

1-e?, 220




